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Abstract

We presentopportunisticrenewal, a leasemanagement
protocoldesignedto keepdistributedfile systemsor dis-
tributedshared memoriesconsistentin the presenceof
a network partition or other computerfailures. Our
treatmentincludesan analytical modelof the protocol
that compares performancewith existing leaseproto-
colsandquantifiesimprovements.In addition,this ana-
lytical modelprovidesthe structure to understandmes-
sageoverheadandavailability trade-offswhenselecting
leaseparameters. We includeresultsdemonstrating that
opportunisticrenewal substantiallyreducesthenetwork
overheadassociatedwith leaserenewal. Asa corollary,
opportunisticrenewal canreducetheleaselengthat any
givennetworkoverhead;e.g., by a factor of 50 at 1%
networkoverhead.Lower overheadmakesleasingless
intrusiveandshorterleaseperiodsallow a systemto re-
cover fromfailuremore quickly.

1 Introduction

Fast, efficient, and memory-consistentrecovery from
failureenablesdistributedapplicationsto bereliablyde-
ployed on a large scalein a fault-proneenvironment.
Internetapplicationssuchastransactionprocessingand
dataminingareincreasinglydatadrivenandrequirecon-
sistency guaranteeswhich currentInternetprotocolsfail
to provide. Also, proxy cachingbenefitsfrom strongly
consistentdata [3], but is deployed on large scaleun-
reliablenetworksso that failuresarea certainty. While
datainconsistency errorsareannoying to humans,they
can causedistributed applicationsto produceincorrect
results. For large scaleapplications,efficient recovery
from failureandcommunicationerrorsis essential.Fast
recovery makes applicationsmore responsive to users
andreducesthe costsassociatedwith the unavailability
of data. Improving leaseefficiency andresponsiveness
is a key technologywhendeploying distributedapplica-
tionson a largescale.

Sincetheir inceptionin the V operatingsystem[4],

the semanticsof leaseshave evolvedto reducenetwork
overheadandsimplify failureandrecovery. Distributed
systemsfrequentlyemploy leasesto keepmemoriesor
file systemsconsistentin thepresenceof network or pro-
cessorfailures. In its simplestform, a leaseis a fixed
length time-out sharedbetweena leaseholder (client)
and leasemanager(server). Having decidedwhen a
leasestarts,theclient andserver canusethefixedtime-
out period to agreeuponthe lease’s expiration. Client
andserver useexpirationasa synchronizationpoint on
which to coordinateactivities,evenif they areno longer
ableto communicatedueto a network failure.

We developan analyticalmodelthat canbe usedto
understandthe relative performanceof different lease
protocolsandselectappropriateleaseintervals. In par-
ticular, we studya techniqueknown asopportunisticre-
newal [2]. Our resultsshow that opportunisticrenewal
causesleaseoverheadto becomeexponentiallysmaller,���������
	

, as the leaseperiod � increases,rather than
inverselysmaller,

���
��� � 	 , as is seenwith other tech-
niques. Opportunisticrenewal can be usedto reduce
leaseperiodsfrom thetensof secondsusedin theorigi-
nalwork [4] andin modernfile systems[10] to lessthan
a secondwithout increasingnetwork overhead.

Our analysisalso shows that opportunisticrenewal
makesleasesmorehighly availablefor networksthatex-
hibit transientfailuresresultingfrom factorslike routing
errors,packet loss,andcongestion.This result implies
that leasingtechniquesapplynot only to clustersof file
systems,but to large scalenetworks, like the Internet,
thatexhibit this behavior.

The main contribution of this work is an analytical
model that quantifiesthe benefitsof opportunisticre-
newal andhelpsselectsuitableleaseparameters.In de-
velopingthe model,we observe that currentleasepro-
tocols use a period that can be significantly reduced.
With reducedleaseperiods,systemsrecover from fail-
uresmorequickly, presentdatathatis morehighly avail-
able,andaremoreresponsiveto usersandapplications.



2 The Evolution of Leases

Leases,asintroducedin theV operatingsystemat Stan-
ford,wereoriginallyusedasacachecoherency construct
[4]. The leasekeepsmemoriesconsistentacrossmany
computersin the presenceof network or processorfail-
ures.A leasein thissystemrepresentsacontractentered
by a server (the leaseprovider) and a client (the lease
holder)in whichtheclientreceivesatemporaryprivilege
to readandcachea dataobject.Eachleasehasa period
for which theserverandtheremainderof thedistributed
systemagreeto respecttheholdersownershipof a data
object. In V, theleaseperiodwaschosento be10 to 20
seconds.Theleasecannotbeinterruptedandacomputer
that wishesto write a dataobject must wait until out-
standingleasesexpirebeforethewrite completes.While
V providesa singleleasefor readersin a write-through
cachingsystem,this leasemodel can be extendedfor
write-backcachingby using two typesof leases– ex-
clusive for writersandsharedfor readers.

Leaseshavetheadvantagethatthey provideuniform
operationand synchronizedaccessto dataeven when
computersfail or are isolated. Servers do not needto
contactclients to revoke read privileges, becausethe
client agreedaheadof time to a leaseperiod. Uniform
operationindicatesthatthereis no specialrecoverypro-
tocol to handlethe failureof a leaseholder. Leasesex-
pirewhetheror not their holdershavefailed.Evenwhen
clients fail or the client/server communicationis lost,
cachesarecoherent.

TheV leasemodelhasperformance,responsiveness,
andscalability limitations. A computermustacquirea
leasefor every dataobject it accessesandmustexplic-
itly renew theseleaseswhenthey expire. Thelargenum-
berof leasesandtheirneedfor renewal canprohibitively
burdenthe leasemanagerandthe network. Also, since
othercomputerscannotpreemptleases,they mustwait
up to a entireperiodfor the leaseto expire beforegain-
ing accessto shareddata. The V leasemodel cannot
scaleto large distributedsystemsor provide timely ac-
cessto highly shareddata.

In orderto reducetheoverheadof leaserenewal,sub-
sequentsystemdesignershave useda single leasefor
eachcomputer, rather than for eachdataobject. The
Frangipanifile system[10] usesthis techniqueto align
the granularityof leaseswith the granularityof failure;
i.e., computersor networksareexpectedto fail, not indi-
vidual dataobjects. This dramaticallyreducesthe total
numberof leasesandthereforereducesoverhead.

With a leaseper computer, leasesalonearenot ad-
equatefor cachecoherency andpreemptiblecacheco-

herency locks[6] mustalsobeused.This approachem-
ploys locks for eachdataobjectandany lock is held in
the context of a lease. If a leaseexpiresandis not re-
newed, all locks becomeinvalid. Separatingcacheco-
herency (locks) from failure and recovery (leases)al-
lows the systemto be more responsive and more effi-
cient: lockscanbepreemptedandneednot berenewed.
However, uniformoperationis lost,becauselocksdonot
timeoutandafterafailurethey mustbestolen[1] – locks
outstandingonafailedclientarelabeledinvalid andsub-
sequentlyignoredby theserver.

Leasesmay also be usedhierarchicallywith short
leaseson individual dataobjectsandlong leaseson col-
lectionsof objects. Yin et al. [12] describea system
calledvolumeleasesdesignedfor consistency in large-
scaleandweakly-connectedsystems.To accessa data
object, a computermusthold both a long leaseon the
objectitself anda shortleaseon thecollectionthatcon-
tainsthe object. The long leaseon a singledataobject
reducesthe overheadof leaserenewal. The short lease
makesthe systemmoreresponsive. Thecostof renew-
ing the short leaseis amortizedover all objectsin the
collection.

We observethata leasepercomputerwith cacheco-
herency datalocks is a variant of hierarchicalleasing.
The long leaseon a dataobjectcorrespondsto a cache
coherency datalock, becausedatalocks areessentially
revocableleaseswith infinite term. The leaseper com-
puter is roughly analogousto a leaseon a collection
of objects,becauseit is a single leaseprotectingcon-
sistency on many dataobjects. However, the leaseper
computerapproachhastheadvantagethatthecollection
of objectsareexactly thedataobjectsbeingusedby the
computerat a givenmoment,ratherthanan immutable
groupingof objectsselecteda priori . Usinga leaseper
computerprovidesthesameconsistency guaranteeswith
lower renewal coststhanhierarchicalleasing.

3 Leases in Storage Tank

We presentthe opportunisticrenewal (OR) leaseproto-
col implementedin theStorageTankdistributedfile sys-
tem [2] as the basisfor our analysis. Like Frangipani
[10], StorageTank usesa single leaseper computerto
align thegranularityof leaseswith thatof failure. In ad-
dition to leases,StorageTankusesdatalocks for cache
coherency.

Unlike Frangipaniand other systems,the Storage
Tank leaseprotocol introducestwo leasemanagement
techniquesthat improve performance:opportunisticre-
newal andstatelessserving. Opportunisticrenewal al-
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Figure1: Client leaserenewal.

lows a leaseholder(client) to renew its leaseimplicitly
on every messagethat it initiates,avoiding the network
overheadof explicit renewal messages.Statelessserv-
ing permitsthe leasemanager(server) to retainno state
regardingclient leasesuntil a communicationerror oc-
curs.Thepoint of a statelessserver is not to save mem-
ory at theserver (asdiscussedby Yin et al. [12]), but to
eliminatetheneedfor theserverkeepall client leaseson
timers.This techniquereducesbothprogrammingcom-
plexity andtheprocessoroverheadof schedulinganden-
forcing client leasetime-outs.

3.1 The Opportunistic (OR) Renewal Protocol

Before developing the OR protocol, we statethe net-
work environmentandassumptionsrequiredfor thepro-
tocol to operatecorrectly. The OR protocol requires
clocks at the clients and servers that are rate synchro-
nized with a known error bound � , i.e. an interval of
length � when measuredon one computer’s clock has
lengththatfallswithin theinterval

� � ������� � 	�� � ����� � 	�	
when measuredon the clock of anothermachine. It
doesnot requireabsoluteor relative time synchroniza-
tion or Lamportclocks[7]. Our protocoloperatesin a
connection-lessnetwork environment,wheremessages
are datagrams. However, many messagesbetweena
clientandserverareeitheracknowledged(ACK) or neg-
atively acknowledged(NACK), andincludenonceiden-
tifiers for “at mostonce”deliverysemantics.

A leasein this protocoldefinesa contractbetween
a client and a server in which the server promisesto
respectthe clients cachecoherency locks for a speci-
fied period. Theserver respectsthecontractevenwhen
clientsareunreachable.A client musthavea valid lease
on all serverswith which it holdslocks,andcacheddata
becomeinvalid whena leaseexpires.

Serversusetheleaseperiodto time-outclient locks.
If a server attemptsto senda messagethat requiresan
ACK from a client, andtheclient doesnot respond,the
server assumesthe client to be failed. Having decided
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Figure 2: Servers negatively acknowledge messages
whentiming out clients.

the client is failed, the server startsa timer thatexpires
at time � �
��� � 	 later, where � is the contractedlease
period.Theserverknowsthat � �
��� � 	 representsa time
of at least � at theclient. Oncetheserver waitsout this
timer, it mayrevoketheclientslocks.

The key featureof the server’s protocol is stateless
serving– it retainsno stateaboutclient leases. Dur-
ing normaloperation,theservergrantslocksandignores
leasesaltogether. No lease-specificoperationsareper-
formedandno server storageused.Only whena deliv-
eryerroroccursdoestheservergetinvolvedby startinga
leasetimer. Thispassivedesignsimplifiestheimplemen-
tationof theserverandlimits theperformanceimpactof
leases.A server that recordsclient leasesmusthave a
local timer for eachleasegrantedandmustunschedule
this timer andreschedulea new timer whenever a lease
is renewed. This necessitatespriority schedulingdata
structuresandalsofrequentinterruptserviceroutinesfor
timers. By making the server protocolstatelessduring
normaloperation,we avoid implementationcomplexity
andruntimeoverhead.

3.2 Renewal and Time-out

In theopportunisticrenewal protocol,a client implicitly
obtainsor renews a leasewith a server on every mes-
sageit initiates(Figure1). For example,at ���
� , theclient
sendsa messageto the server. The server receivesthis
messageat ��� � andacknowledgesreceiptat ����� . Even
without synchronizedclocks,theclient andserver have
anabsoluteorderingon events � �
�! ��"#� . Uponreceiv-
ing theACK at � � � , theclientobtainsaleasevalid for the
period $ � �
� � � �
� � � 	 . This lease’speriodstartsfrom when
theclient initiatesthemessage,not whenit receivesthe
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ACK, becauseinitiating themessageis known to occur
beforethe server’s reply. While this leaseis valid from$ � �
� � � �
� � � 	 , from the client’s perspective, it doesnot
activateuntil � � � , whentheclient receivesanACK, indi-
catingit is in contactwith a server. The client operates
underthis leasefor theperiod $ � � � � � �
� � � 	 .

Transientfailuresandcommunicationerrorscanre-
sult in a client, that believes it is operatingon a valid
lease,communicatingwith a server that is in the pro-
cessof runningatimer to reclaimclient’s locks.For cor-
rectoperation,this asymmetrymustbedetectedandad-
dressedin the leaseprotocol. For example(Figure2), a
clientmayexperienceatransientnetwork partition,miss
a message,and recover communicationwith a server,
without knowing that it misseda message.The server
knows this client to have misseda messageandbegins
timing out the lease.Having recoveredcommunication,
the client sendsnew requeststo the server. The server
canneitherACK the message,which would renew the
client lease,nor executea transactionon theclient’s be-
half. Ignoring theclient request,while correct,leadsto
furtherunnecessarymessagetraffic astheclient contin-
uesits attemptsto renew its lease. Instead,the server
sendsa negative acknowledgment(NACK) in response
to a valid requestfrom a client thatis beingtimedout.

The client interpretsthe NACK to meanthat it has
misseda message.It knows its cacheto beinvalid. The
client, awareof its state,foregoessendingmessagesto
acquirea lease,andpreparesfor recovery from a com-
municationerror.

Often,network partitionsdo not result in the server
failing theclient. A network partitionalwayscausesthe
client’s leaseto expire after at the end of the period.
However, unlesstheserver triesto sendtheclientames-
sageandfails, the contentsof the client cacheremains
valid. If no communicationerrorsoccur, the server is
unawarethattheclient’sleasehasexpired.Thisis aside-
effect of statelessserving. Whenthe network recovers,
the client sendsits next messageto the server and its
leaseis renewed.

4 An End-to-end Protocol

Our leaseprotocol requiresend-to-endmessagedeliv-
erybecausetheACK andNACK messageareoverloaded
to signify communicationbetweentheserverapplication
andtheclient application.An ACK from theserver val-
idatesthecontentsof theclientscacheandthereforeim-
plicitly renews the clientslease.A NACK instructsthe
client thatits stateis inconsistentwith thatof theserver.
The server application,not the networking layer, must
generatethe ACK or NACK for the overloadedseman-
tics to becorrect.Saltzeret al. [9] presentasimilarend-
to-endargumentfor ACKs.

The needfor end-to-endguaranteesencouragedus
to implementtheOR protocolon UDP ratherthanTCP.
In Figure 3, we observe that an ACK in TCP comes
from the network protocol stack. Using TCP an ACK
indicatesonly that the network layer is operationaland
canbeobtainedevenif theserverapplicationhasfailed.
Similarly, theNACK theOR protocolrelieson to detect
transientpartitionscannotbeimplementedwith TCP.

Distributedsystemsareoftenimplementedwith TCP
sothatthey cantakeadvantageof TCP’sflow controland
windowing, which significantly improve performance
whentransferringlargebodiesof data.

However, any file systemprotocol can be divided
into data traffic, which obtains performancebenefits
from TCP, and control traffic – synchronizationand
metadata– whichconsistsof smallmessagesthatdo not
utilize TCP’s features.This distinctionhasbeenmade
frequentlyin file systemsin orderto separatethe meta-
dataworkload from the dataworkload so that they do
not contendon thesamephysicalresource[8]. Datare-
questsarealsoseparatedsothatthey maybesentto high-
performancestoragehardware[11, 5]. Most distributed
systemprotocolscanbedifferentiatedinto dataintensive
operationsandcontrol operationsandcanchooseUDP
for the latter. StorageTank’s protocol[2] hasa natural
division of workload, becausedataaccessand control
messagesareperformedon differentnetworks.
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Figure4: TheErlang-krandomvariable.

5 Lease Protocol Model

We build an analyticalmodelof the OR leaseprotocol
basedon Markovian andsteadystateassumptions.Our
modelcapturesbothopportunisticandexplicit leasere-
newal, whereexplicit leaserenewal indicatesall proto-
colsthatsenda renewal messagewhena leasetimesout
[10, 4, 12]. Themodeldescribestheleaseprotocolfrom
theperspectiveof theclient (leaseholder)andevaluates
performancemetricsfor singleclientsonly. While we
will notconsidersystemswith many leaseholders,previ-
ousresearch[4, 12] sumsthecontributionof eachclient
computerwhenevaluatingmany network andserverper-
formancemetrics. The sametechniquecanbe usedto
extrapolateour resultsto largesystems.

5.1 Modeling a Time-out

Thekey featureof a leaseto be modeledis its duration
(period).At thecoreof afixedlengthleaseis astructure
in themodelthatdescribesa time-out.

To accuratelymodela time-out,we usethesumof a
largenumberof independentandidenticallydistributed
(i.i.d.) exponentialrandomvariables.Theleaseitself is
thesumof % exponentialrandomvariableseachwith pa-
rameter% � � (Figure4); themeanof eachdistribution is� � % andthevariance� � � % � . This constructionformsa
summationof distributionsthat takeson valuescloseto� (the leaseperiod) with high probability. In fact, we
choose% largeenoughsothattheexpectedtime to com-
pletethesystem,which we call &�' becauseit is thesum
of % i.i.d. variables,differs from the meanby lessthan
a factor of � (the clock skew) with confidence( : i.e.,)+* $-, &�'/.0�1,�23�4��5  ( . By choosinga largenumberof
states,we areableto approachthis meanwith arbitrary
precision.

We observe that this constructionis identical to the
Erlang-krandomvariablewith parameter% � � , mean� ,
andvariance� � � % . We canuseChebyschev boundson
theErlang-kvariableto evaluatetheprobability that the
variableis closeto themean.Chebyschev boundsstate
that

)+* $-, 67.98:,;2=<>5  @? � � < � for randomvariable 6
with mean8 , andvariance? � . Applying this to theOR
protocol model,

)+* $-, AB'C.9�1,D2E�4��5  ����� %�� � 	  ( .
Basedon this bound,we needto choose%F2 ����� � � ( 	 to
modelleaseperiodswithin �4� of � with confidence( .

Tighterboundscanbeachievedby treatingthe sys-
temasa sumof exponentialvariables,ratherthana sin-

gleErlang-krandomvariable,andusingthecentrallimit
theorem(CLT) to choose% . TheCLT states)+*DG 6  &�'H.0%�8?1I %  KJ#LNMPO � J 	 . O � 6 	Q� (1)

where & ' is again the sum of the % i.i.d. exponen-
tial randomvariablesand O is the normal distribution
function. For the OR protocol model, 6SRT. J R� �4� 	��U� ? I % 	 RV�
I % . For ( confidence,theCLT dictates
that O � �
I % 	 . O � .;�
I % 	 2 � .W( .

Having selectedvaluesfor � and ( , we derive the
number of states( % ) that are required to satisfy the
bounds. For 99% confidence( (NRYXUZ X � ) that the lease
is accurateto within 10% ( �WRYX[Z � ), the CLT requires
us to model676 states.Basedon Chebyschev bounds,
we would require10,000statesfor thesameconfidence.
While 676 is a large numberof states,an analytical
modelof this sizecaneasilybeevaluatednumerically.

5.2 Analyzing Leases

Basedon this techniquefor modelinga lease,we con-
structaMarkov modelof theleasemanagementprotocol
at a client usingopportunisticrenewal (Figure5). The
modelrepresentsastatemachinedescribingeventsfrom
theperspectiveof a leaseholder. ThestatesA1� to A ' de-
scribetheleaseperiodwhile theclientholdsavalid lease
and communicationwith the server is possible. Simi-
larly, states\]� to \ ' describethe leaseperiodwith the
client unableto communicatewith the server due to a
network partitionor server failure.StatesA_^ and \�^ de-
scribethe leaseperiod having expired with or without
theinterconnectbeingavailablerespectively.

Transitionsamongthesestatesrepresentthepassage
of time; transitionsfrom A_` to A_`ba � or from \c` to \c`ba �
occurat rate % � � . Both the A and \ chainswith states�
� ZdZeZ � % describethe leasetime-outusingthe Erlang-k
randomvariableconstruction.

Transitionsalso representsystemevents. The end-
to-end interconnectwith the server fails at rate f and
is repairedat rate 8 ; transitionsfrom network available
statesto network failedstates( A ` to \ ` ) occurat rate f
and the oppositetransitionoccursat rate 8 . Messages
thatexplicitly renew leasescompleteat rate ? andtran-
sitionthemodelfrom noleaseto anew lease( A_g to A � ).
A client initiatesmessagesthatcanopportunisticallyre-
new aleaseat rate h . Suchtransitionscantakethemodel
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Figure6: Balanceequations.

from any statewherethe network is available( A_` ) to a
new lease( A � ). The variable h describesthe message
ratefor all non-leasetraffic betweena client andserver.
In the StorageTank file system,this traffic consistsof
metadataoperationsandlock management.

Given the assumptionthat all randomprocessesare
Poissonandthesystemachievesasteadystate,asolution
to themodelis obtainedby solvingthebalanceequations
(Figure6).

This modelof a leasecanalsobe usedto describe
explicit leaserenewal asusedby otherprotocols[12, 4,
10]. By settingthe variablethat describesthe rate of
opportunisticrenewal ( h ) to zero,all leasesarerenewed
explicitly in a transitionfrom stateA_^ to A � at rate ? .

5.3 Renewal Overhead

Solutionsto the modelshow that opportunisticrenewal
substantiallyreducesnetwork overheadwhencompared
with explicit renewal. More specifically, we find that
the network messageoverheaddecreasesexponentially,�������m�
	

, astheleaseperiodincreaseswhenusingoppor-
tunistic renewal. This comparesto an inversevariation,���
��� � 	 , in network messageoverheadwhenusingex-
plicit renewal.

In Figure7 we displayoverheadresultscomparing

opportunisticand explicit leaserenewal. The rate at
which leasesare opportunisticallyrenewed ( h ) is also
rate for all messagesthat are not leaserelated (with
inter-arrival time

��� h ). Overheadis unit-lessandmea-
suredastherateof messagesfor explicit renewaldivided
by the meanmessagerate, expressedby the quantity? ):* � A ^ 	n� h . The leaseperiod is also unitlessand de-
scribestheleaseperiodscaledasa multiple of theinter-
arrival time: i.e., ��h .

Whenthe leaseperiod is short– shorterthanmean
messageinter-arrival time – opportunisticrenewal does
not significantly improve overheadascomparedto ex-
plicit renewal. With such a short leaseperiod, there
arefew chancesto opportunisticallyrenew, becausethe
leasetimesout muchfasterthanmessagesaresent.

Whenleasesarelong, we seethat renewal overhead
decreasesexponentially (

���o� ��� 	
) with respectto the

leaseperiod (linear decreaseon a log scale). Regular
protocol messagesoccur much more frequentlythan a
leasetimesout, andexplicit renewals areneededinfre-
quently.

Network overheadfor explicit leaserenewal declines
inverse-linearlyastheleaseperiodincreases.Thereis a
simpleintuition behindthis result. Leasesarerenewed
periodically, asthey expire, andtheoverheadis thefre-
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Figure7: Renewal messageoverhead.

quency of this renewal comparedto thefrequency of all
othermessages:

�4�U� ��h 	 .
Figure 7 confirmsour claims to the scalingof op-

portunisticrenewal. This graphshows that the network
overheadatany givenleaseperiodis reduced;e.g., from� X � � downto pcq � X ��r ataleaseperiodof

� X � h . Wealso
concludethat opportunisticrenewal cangreatly reduce
theleaseperiodfor afixedamountof network overhead.
At 100% overhead(

� Xts , one renewal messagefor ev-
erynon-leaserelatedmessage),opportunisticrenewal re-
ducestheleaseperiodonly asmallamount.However, at
10%network overhead,theleaseperiodcanbereduced
to
� Z u � h from

� X � h , reducingtheleaseperiodby over a
factorof 4. Extendingbeyond the chartfor explicit re-
newal, we compareat 1%. For opportunisticrenewal, a
periodof u[Zwv � h comparedto

� X
X � h , reducingthe lease
by a factor of more than 10. For 0.1% overhead,op-
portunisticrenewal requiresa leaseperiodof v � h com-
paredto

� X
X
X � h : a factorlargerthan140.Opportunistic
renewal canreducethe overheadby an arbitrarily large
factorby choosinglongerleaseperiods.

While lengtheningthe periodreducesoverhead,we
notethatthelengthof theleaseremainsshortfrom asys-
temperspective. Recentbenchmarkresultson local and
distributedsystems[10] indicatethat the file systemon
any single computermust supportover 1000metadata
operationsper secondto be performancecompetitive.
If we look at workloadsof this orderdistributedover a
server clusterof 100computers,a client communicates
with eachserver10 timesasecond.In thisenvironment,
a leaseperiodof onehalf secondproducesoverheadof
lessthan1%. Comparingthis to theleaseperiodsin the
tensof secondsusedby existing systems[10, 12, 4], we
concludethatopportunisticrenewalallowsaleasingsys-
tem to respondto failuresin a fraction of the time with
no additionaloverhead.
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Figure8: Client dataavailability.

5.4 Data Availability at the Lease Holder

Our analysisalsoshows that opportunisticrenewal can
leadto betterdataavailability in the presenceof short-
lived communicationfailures. Theseresults indicate
the suitability of opportunisticrenewal in wide-areaor
weaklyconnectedenvironments,like theInternet,where
communicationerrorsaremore frequentand transient.
Losinga leaseduringanintermittentcommunicationer-
ror negatively affects the system,becausedataareun-
availableat thedisconnectedclient.

Figure8 comparesthe repairrateof the network to
the fractionof time whendataareunavailable. For net-
work failureandrepairweareconcernedwith failuresat-
tributedto factorslike congestion,packet loss,androut-
ing errors,ratherthanhardwarefailuresthat arelonger
lived.Repairrateis normalizedto thefrequency of lease
expiration; i.e. a valueof two indicatesthat thenetwork
repairsattwicetherateatwhichleasesexpire,

�>� � . Data
unavailableindicatestheamountof time(asafractionof
1) for whichaclienthasnoleaseandthereforecannotac-
cessdata.We observethatastherenewal rateincreases,
clientsusingopportunisticrenewal losetheir leasemuch
lessfrequentlythanexplicitly renewing clients.Looking
at theORprotocolmodel(Figure5), this meansthatop-
portunisticrenewal makeslower valued A and \ states
moreprobablethanhigh valuedones.With explicit re-
newal all A stateshave equalprobability, as do all \
states.

Availability results indicate that for weakly con-
necteddistributed systems,opportunisticrenewal per-
formswell by renewing theleaseoneverymessagewhen
thenetwork is available.Therefore,aftera network fail-
ure, a client has a larger fraction of the leaseperiod
beforeexpiration. This effect is more pronouncedfor
higherrepairrateswherethe network canrepairbefore
theleaseexpires.For weaklyconnecteddistributedsys-



tems,designerscanselectthe leaseperiodto beseveral
timeslongerthantheexpectednetwork repairrateto in-
creaseavailability.

Increaseddataavailability doesnot affect recovery
time at the server. While it may seemthat having the
leasevalid for longeraftera network failurewould lead
to theserverwaiting longerbeforerecoveringstatefrom
an isolatedclient, we recall (Section3.1) that the state-
lessserver mustwait a whole leaseperiodafter a com-
municationerrorregardlessof therenewal protocol.

6 Conclusions

Throughthe modelingof leaseprotocols,we are able
to quantify trade-offs betweenleaseperiodandnetwork
overheadto aid in parameterselection,determinethe
benefitsof opportunisticleaserenewal, and draw con-
clusionsaboutthe impact that leasescan have on dis-
tributed systems. Opportunisticrenewal exponentially
reducesthe network overheadof a leaseprotocol. This
alsomeansthatopportunisticrenewaldrasticallyreduces
leaseperiods.We alsofoundthatopportunisticrenewal
increasesdataavailability at clientswhennetworks fail
andrepairintermittently.

Our resultsindicatethesuitability of leaseswith op-
portunisticrenewal for providing consistency guarantees
in large-scaledistributedsystems.Leaseperiodsarere-
ducedmaking systemsmore responsive when failures
occur. Also,atany givenleaseperiod,network overhead
is reducedandavailability increased.Leaseprotocolsare
a powerful techniquefor deploying data-consistentap-
plicationsin the Internetandopportunisticrenewal im-
provestheir performancepropertiesin this environment.
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