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Abstract

We presentopportunisticrenaval, a leasemanaement
protocoldesignedo keepdistributedfile system®r dis-
tributed shaed memoriesconsistenin the presenceof
a network partition or other computerfailures. Our
treatmentincludesan analytical model of the protocol
that compaes performancewith existing lease proto-
colsand quantifiesmprovementsin addition, this ana-
lytical modelprovidesthe structure to undesstandmes-
sage overheadandavailability trade-ofswhenselecting
leaseparametes. We includeresultsdemonstating that
opportunisticrenaval substantiallyreduceghe network
overheadassociatedvith leaserenaval. Asa corollary,
opportunisticrenaval canreducetheleaselengthat any
given networkoverhead;e.g., by a factor of 50 at 1%
networkoverhead. Lower overheadmalesleasingless
intrusiveandshorterleaseperiodsallow a systento re-
coverfromfailure more quickly.

1 Introduction

Fast, efficient, and memory-consistentecovery from
failure enabledistributedapplicationgo bereliably de-
ployed on a large scalein a fault-proneernvironment.
Internetapplicationssuchastransactiomprocessingnd
datamining areincreasinglydatadrivenandrequirecon-
sisteny guaranteesvhich currentinternetprotocolsfail
to provide. Also, proxy cachingbenefitsfrom strongly
consistentdata[3], but is deployed on large scaleun-
reliable networks so that failuresare a certainty While
datainconsisteng errorsare annging to humansthey
can causedistributed applicationsto produceincorrect
results. For large scaleapplications.efficient recovery
from failureandcommunicatiorerrorsis essential Fast
recovery makes applicationsmore responsie to users
andreduceghe costsassociatedvith the unavailability
of data. Improving leaseefficiency andresponsieness
is akey technologywhendeploying distributedapplica-
tionsonalargescale.

Sincetheir inceptionin the VV operatingsystem[4],
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the semanticof leaseshave evolvedto reducenetwork
overheadandsimplify failure andrecovery. Distributed
systemdrequentlyemploy leasesto keepmemoriesor
file systemgonsistenin thepresencef network or pro-
cessorfailures. In its simplestform, a leaseis a fixed
length time-out sharedbetweena leaseholder (client)
and leasemanager(sener). Having decidedwhen a
leasestarts the client andsener canusethefixedtime-
out periodto agreeuponthe leases expiration. Client
andsener useexpiration asa synchronizatiorpoint on
which to coordinateactvities, evenif they arenolonger
ableto communicatedueto a network failure.

We develop an analyticalmodelthat canbe usedto
understandhe relative performanceof differentlease
protocolsand selectappropriatdeaseintervals. In par
ticular, we studya techniqueknown asopportunisticre-
newal [2]. Our resultsshown that opportunisticrenaval
causedeaseoverheado becomeexponentiallysmaller
©(277), asthe leaseperiod 7 increases rather than
inverselysmaller ©(1/7), asis seenwith othertech-
niques. Opportunisticrenaval can be usedto reduce
leaseperiodsfrom thetensof secondsisedin the origi-
nalwork [4] andin modernfile systemg10] to lessthan
asecondwithoutincreasingnetwork overhead.

Our analysisalso shaws that opportunisticreneval
makesleasesnorehighly availablefor networksthatex-
hibit transienffailuresresultingfrom factorslik e routing
errors,paclet loss,and congestion.This resultimplies
thatleasingtechniquesapply not only to clustersof file
systems but to large scalenetworks, like the Internet,
thatexhibit this behavior.

The main contribution of this work is an analytical
model that quantifiesthe benefitsof opportunisticre-
newal andhelpsselectsuitableleaseparametersin de-
velopingthe model, we obsenre that currentleasepro-
tocols use a period that can be significantly reduced.
With reducedleaseperiods,systemsecover from fail-
uresmorequickly, presentlatathatis morehighly avail-
able,andaremoreresponsie to usersandapplications.



2 TheEvolution of L eases

Leasesasintroducedn theV operatingsystemat Stan-
ford, wereoriginally usedasacachecohereng construct
[4]. Theleasekeepsmemoriesconsistentacrossmary
computersn the presencef network or processofail-
ures.A leasein this systenrepresents contractentered
by a sener (the leaseprovider) and a client (the lease
holder)in whichtheclientrecevesatemporanprivilege
to readandcachea dataobject. Eachleasehasa period
for whichthe senerandtheremaindeof thedistributed
systemagreeto respecthe holdersownershipof a data
object.In V, theleaseperiodwaschoserto be 10 to 20
secondsTheleasecannotbeinterruptedandacomputer
that wishesto write a dataobject mustwait until out-
standingeasesxpire beforethewrite completesWhile
V providesa singleleasefor readerdn a write-through
cachingsystem,this leasemodel can be extendedfor
write-back cachingby using two typesof leases- ex-
clusive for writersandsharedor readers.

Leasehavetheadwantagehatthey provide uniform
operationand synchronizedaccessto dataeven when
computersfail or areisolated. Seners do not needto
contactclients to revoke read privileges, becausethe
client agreedaheadof time to a leaseperiod. Uniform
operationindicatesthatthereis no specialrecovery pro-
tocol to handlethe failure of a leaseholder Leasesex-
pire whetheror nottheir holdershave failed. Evenwhen
clients fail or the client/sener communicationis lost,
cachesrecoherent.

TheV leasemodelhasperformanceresponsieness,
and scalability limitations. A computermustacquirea
leasefor every dataobjectit accesseandmustexplic-
itly renav thesdeasesvhenthey expire. Thelargenum-
berof leasesandtheir needfor renaval canprohibitively
burdenthe leasemanagerlndthe network. Also, since
othercomputerscannotpreemptieasesthey mustwait
up to a entireperiodfor the leaseto expire beforegain-
ing accesgo shareddata. The V leasemodel cannot
scaleto large distributed systemsor provide timely ac-
cesgo highly shareddata.

In orderto reducetheoverheadf leaserenaval, sub-
sequentsystemdesignershave useda single leasefor
eachcomputey ratherthan for eachdataobject. The
Frangipanifile system[10] usesthis techniqueto align
the granularityof leaseswith the granularityof failure;
i.e., computeror networksareexpectedo fail, notindi-
vidual dataobjects. This dramaticallyreduceghe total
numberof leasesandthereforereducesverhead.

With a leaseper computer leasesaloneare not ad-
equatefor cachecohereng and preemptiblecacheco-

hereng locks[6] mustalsobe used.This approactem-
ploys locks for eachdataobjectandary lock is heldin
the context of a lease. If aleaseexpiresandis not re-
newed, all locks becomeinvalid. Separatingcacheco-
hereng (locks) from failure and recovery (leases)al-
lows the systemto be more responsie and more effi-
cient; locks canbe preemptedindneednot berenaved.
However, uniform operations lost, becauséocksdo not
time outandafterafailurethey mustbestolen[1] —locks
outstandingonafailedclientarelabelednvalid andsub-
sequentlyignoredby thesener.

Leasesmay also be usedhierarchicallywith short
leasesn individual dataobjectsandlong leaseon col-
lections of objects. Yin et al. [12] describea system
called volumeleasesdesignedor consisteng in large-
scaleand weakly-connectedystems. To access data
object,a computermusthold both a long leaseon the
objectitself anda shortleaseon the collectionthatcon-
tainsthe object. The long leaseon a single dataobject
reduceshe overheadof leaserenaval. The shortlease
makesthe systemmoreresponsie. The costof renav-
ing the shortleaseis amortizedover all objectsin the
collection.

We obsenethataleasepercomputemwith cacheco-
hereny datalocks is a variantof hierarchicalleasing.
The long leaseon a dataobjectcorrespondso a cache
cohereng datalock, becausalatalocks are essentially
revocableleaseswith infinite term. The leaseper com-
puter is roughly analogousto a leaseon a collection
of objects,becausat is a single leaseprotectingcon-
sisteny on mary dataobjects. However, the leaseper
computerapproacthasthe advantagehatthe collection
of objectsareexactly the dataobjectsbeingusedby the
computerat a given moment,ratherthanan immutable
groupingof objectsselectedh priori. Using a leaseper
computerprovidesthe sameconsisteng guaranteewith
lower renaval coststhanhierarchicaleasing.

3 Leasesin Storage Tank

We presenthe opportunisticrenaval (OR) leaseproto-
colimplementedn the StorageTankdistributedfile sys-
tem [2] asthe basisfor our analysis. Like Frangipani
[10], StorageTank usesa single leaseper computerto

alignthe granularityof leaseswith thatof failure. In ad-
dition to leasesStorageTank usesdatalocks for cache
cohereng.

Unlike Frangipaniand other systems,the Storage
Tank leaseprotocol introducestwo leasemanagement
techniqueghatimprove performance:opportunisticre-
newal and statelessserving Opportunisticrenaval al-
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lows a leaseholder(client) to renaw its leaseimplicitly
on every messagéhatit initiates, avoiding the network
overheadof explicit renaval messages Statelesserv-
ing permitsthe leasemanageisener) to retainno state
regardingclient leasesuntil a communicationerror oc-
curs. The point of a statelessener is not to saze mem-
ory atthe sener (asdiscussedy Yin etal. [12]), but to
eliminatethe needfor the senerkeepall clientleaseon
timers. This techniquereducesoth programmingcom-
plexity andthe processooverheadf schedulinganden-
forcing clientleasetime-outs.

3.1 TheOpportunistic (OR) Renewal Protocol

Before developing the OR protocol, we statethe net-
work environmentandassumptionsequiredfor the pro-
tocol to operatecorrectly The OR protocol requires
clocks at the clients and senersthat are rate synchro-
nized with a known error boundé, i.e. an interval of
length ¢ when measuredn one computers clock has
lengththatfalls within theinterval (¢/(1 + 0),t(1 + 9))
when measuredon the clock of anothermachine. It
doesnot requireabsoluteor relative time synchroniza-
tion or Lamportclocks[7]. Our protocoloperatesn a
connection-lessmietwork environment, wheremessages
are datagrams. However, mary messagedetweena
clientandsenerareeitheracknavledged(ACK) or neg-
atively acknavledged(NACK), andincludenonceiden-
tifiers for “at mostonce”delivery semantics.

A leasein this protocol definesa contractbetween
a client and a sener in which the sener promisesto
respectthe clients cachecohereng locks for a speci-
fied period. The sener respectghe contractevenwhen
clientsareunreachableA clientmusthave avalid lease
on all senerswith whichit holdslocks,andcachediata
becomdnvalid whenaleaseexpires.

Senersusethe leaseperiodto time-outclientlocks.
If asenerattemptsto senda messagehat requiresan
ACK from a client, andthe client doesnot respondthe
sener assumeshe client to be failed. Having decided
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Figure 2. Seners neggatively acknavledge messages
whentiming out clients.

the clientis failed, the sener startsa timer that expires
attime 7(1 + 4) later, wherer is the contractedease
period. Thesenerknowsthat(1 + §) representatime
of atleastr atthe client. Oncethe sener waits out this
timer, it may revoke the clientslocks.

The key featureof the sener’s protocolis stateless
serving— it retainsno stateaboutclient leases. Dur-
ing normaloperationthesenergrantsocksandignores
leasesaltogether No lease-specifioperationsare per
formedandno sener storageused. Only whena deliv-
eryerroroccursdoesthesenergetinvolvedby startinga
leasdimer. Thispassivedesignsimplifiestheimplemen-
tationof thesener andlimits the performancémpactof
leases.A sener that recordsclient leasesmusthave a
local timer for eachleasegrantedand mustunschedule
this timer andreschedule new timer whenever a lease
is renaved. This necessitategriority schedulingdata
structuresandalsofrequentinterruptserviceroutinesfor
timers. By makingthe sener protocol statelessluring
normaloperation,we avoid implementationrcomplexity
andruntimeoverhead.

3.2 Renewal and Time-out

In the opportunisticrenaval protocol,a clientimplicitly

obtainsor renavs a leasewith a sener on every mes-
sageit initiates(Figurel). For example,att.;, theclient
sendsa messagdo the sener. The sener recevesthis
messageat t;; and acknavledgesreceiptat t;5. Even
without synchronizectlocks, the client andsener have
anabsoluteorderingon eventst.; < tg2. Uponrecev-

ingthe ACK att.», theclientobtainsaleasevalid for the
period[t.1,t.1 + 7). Thisleases periodstartsfrom when
the clientinitiatesthe messagenot whenit recevvesthe



fﬁ 'R ) 'R
Client UDP Message UDP Server
SN () EUNOUER MU Gidntis AUUPIN I i
o] b oo iy
fﬁ ) 'R )
Client TCP Message TCP Server
NS () AN PN it AP IR i .
B _ 7,)

Figure3: A comparisorof applicationcommunicatiorusingTCP andUDP protocols.

ACK, becausenitiating the messagés known to occur
beforethe sener’s reply. While this leaseis valid from
[te1,te1 + 7), from the client’s perspectie, it doesnot
activateuntil ¢.o, whentheclientrecevesan ACK, indi-
catingit is in contactwith a sener. The client operates
underthis leasefor the period[t.s, te1 + 7).

Transientfailuresandcommunicatiorerrorscanre-
sultin a client, that believesit is operatingon a valid
lease,communicatingwith a sener thatis in the pro-
cessf runningatimerto reclaimclient’slocks. For cor-
rectoperationthis asymmetrymustbe detectecandad-
dressedn theleaseprotocol. For example(Figure2), a
clientmayexperienceatransiennetwork partition, miss
a messageand recorer communicationwith a sener,
without knowing that it misseda message.The sener
knows this client to have misseda messagendbegins
timing out the lease.Having recoreredcommunication,
the client sendsnew requestdo the sener. The sener
canneitherACK the messagewhich would renev the
clientlease hor executea transactioron the client’s be-
half. Ignoringthe client requestwhile correct,leadsto
further unnecessarmessagéraffic asthe client contin-
uesits attemptsto renav its lease. Instead,the sener
sendsa negative acknavledgment(NACK) in response
to avalid requesfrom aclientthatis beingtimedout.

The client interpretsthe NACK to meanthatit has
misseda messagelt knowsits cacheto beinvalid. The
client, aware of its state,foregoessendingmessageto
acquirea lease,and preparedor recovery from a com-
municationerror.

Often, network partitionsdo not resultin the sener
failing theclient. A network partition alwayscauseghe
client’'s leaseto expire after at the end of the period.
However, unlesghesenertriesto sendtheclientames-
sageandfails, the contentsof the client cacheremains
valid. If no communicationerrorsoccur, the sener is
unawvarethattheclient'sleasehasexpired. Thisis aside-
effect of statelesserving. Whenthe network recovers,
the client sendsits next messagédo the sener and its
leaseis renaved.

4 An End-to-end Protocol

Our leaseprotocol requiresend-to-endmessagedeliv-

erybecaus¢he ACK andNACK messagareoverloaded
to signify communicatiorbetweerthesenerapplication
andtheclientapplication.An ACK from the senerval-

idatesthe contentf the clientscacheandthereforem-

plicitly renawvs the clientslease.A NACK instructsthe

clientthatits stateis inconsistenwith thatof the sener.

The sener application,not the networking layer, must
generatghe ACK or NACK for the overloadedseman-
ticsto becorrect.Saltzeret al. [9] present similarend-
to-endargumentfor ACKs.

The needfor end-to-endguaranteegncouragedis
to implementthe OR protocolon UDP ratherthanTCRP.
In Figure 3, we obsene that an ACK in TCP comes
from the network protocol stack. Using TCP an ACK
indicatesonly thatthe network layeris operationaland
canbeobtainedevenif the senerapplicationhasfailed.
Similarly, the NACK the OR protocolrelieson to detect
transientpartitionscannotbeimplementedvith TCRP

Distributedsystemsareoftenimplementedvith TCP
sothatthey cantake advantageof TCP’sflow controland
windowing, which significantly improve performance
whentransferringarge bodiesof data.

However, ary file systemprotocol can be divided
into data traffic, which obtains performancebenefits
from TCPR, and control traffic — synchronizationand
metadata- which consistsof smallmessagethatdo not
utilize TCP’s features. This distinction hasbeenmade
frequentlyin file systemdn orderto separatehe meta-
dataworkload from the dataworkload so that they do
not contendon the samephysicalresourcg8]. Datare-
guestsarealsoseparatedothatthey maybesentto high-
performancestoragehardware[11, 5]. Mostdistributed
systenprotocolscanbedifferentiatednto dataintensive
operationsand control operationsand can chooseUDP
for the latter StorageTank’s protocol[2] hasa natural
division of workload, becausedataaccessand control
messageareperformedon differentnetworks.
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5 Lease Protocol M odél

We build an analyticalmodel of the OR leaseprotocol
basedon Markovian and steadystateassumptionsOur
modelcaptureshoth opportunisticand explicit leasere-
newal, whereexplicit leaserenaval indicatesall proto-
colsthatsendarenaval messagevhenaleasetimesout
[10, 4, 12]. Themodeldescribegheleaseprotocolfrom
the perspectie of the client (leaseholder)andevaluates
performanceametricsfor single clientsonly. While we
will notconsidesystemavith mary leaseholders previ-
ousresearch4, 12] sumsthe contrikbution of eachclient
computemwhenevaluatingmary network andsener per
formancemetrics. The sametechniquecan be usedto
extrapolateour resultsto large systems.

5.1 Modeinga Time-out

The key featureof a leaseto be modeledis its duration
(period).At the coreof afixedlengthleases astructure
in the modelthatdescribestime-out.

To accuratelynodelatime-out,we usethesumof a
large numberof independenandidentically distributed
(i.i.d.) exponentiarandomvariables.Theleaseitself is
thesumof k exponentiakandomvariablessachwith pa-
rameterk /T (Figure4); the meanof eachdistribution is
7/k andthevariancer? /k?. This constructionforms a
summationof distributionsthat takeson valuescloseto
7 (the leaseperiod) with high probability. In fact, we
choosek largeenoughsothatthe expectedime to com-
pletethe systemwhich we call S;, becausét is thesum
of k i.i.d. variables,differs from the meanby lessthan
a factorof § (the clock skew) with confidencee: i.e.,
Pr[|Sk — 7| > 7] < e. By choosinga large numberof
stateswe areableto approactthis meanwith arbitrary
precision.

We obsenre that this constructionis identicalto the
Erlang-krandomvariablewith parametet /7, meanr,
andvariancer? /k. We canuseChebysche boundson
the Erlang-kvariableto evaluatethe probability thatthe
variableis closeto the mean. Chebysche boundsstate
that Pr[|z — u| > a] < 0%/a?® for randomvariablex
with meanyu, andvariances?. Applying this to the OR
protocol model, Pr[|S, — 7| > &7] < 1/(ké?) < e.
Basedon this bound,we needto choosek > 1/(4%¢) to
modelleaseperiodswithin §7 of 7 with confidence:.

Tighter boundscanbe achieved by treatingthe sys-
temasa sumof exponentialvariablesratherthana sin-

gle Erlang-krandomvariable andusingthe centrallimit
theorem(CLT) to choosek. The CLT states

Sk - k,u
vk

where S, is againthe sum of the & i.i.d. exponen-
tial randomvariablesand ® is the normal distribution

function. For the OR protocol model, z = —y =

(67)/(ov/'k) = 6v/k. For e confidencethe CLT dictates
that®(5vk) — ®(—6vEk) > 1 —e.

Having selectedvaluesfor § and e, we derive the
number of states(k) that are requiredto satisfy the
bounds. For 99% confidencee = 0.01) thatthe lease
is accurateto within 10% (6 = 0.1), the CLT requires
us to model 676 states.Basedon Chebysche bounds,
we would require10,000statesfor the sameconfidence.
While 676 is a large number of states,an analytical
modelof this sizecaneasilybe evaluatednumerically

Prfo< <o =) -2, @

5.2 Analyzing L eases

Basedon this techniquefor modelinga lease,we con-
structa Markov modelof theleasemanagemeryrotocol
at a client using opportunisticrenaval (Figure5). The
modelrepresenta statemachinedescribingeventsfrom
theperspeciie of aleaseholder ThestatesS; to Sy, de-
scribetheleaseperiodwhile theclientholdsavalid lease
and communicationwith the sener is possible. Simi-
larly, statesF; to F}, describethe leaseperiodwith the
client unableto communicatewith the sener dueto a
network partitionor sener failure. StatesS,, and F, de-
scribethe leaseperiod having expired with or without
theinterconnecbeingavailablerespectiely.

Transitionsamongthesestatesepresenthe passage
of time; transitionsfrom S; to S; 1 or from F; to F; 4,
occuratratek/r. Boththe S and F' chainswith states
1,...,k describethe leasetime-outusingthe Erlang-k
randomvariableconstruction.

Transitionsalso represensystemevents. The end-
to-endinterconnectwith the sener fails at rate A and
is repairedat rate y; transitionsfrom network available
statesto network failed stateg(S; to F;) occurat rate A
andthe oppositetransitionoccursat rate u. Messages
thatexplicitly renav leasescompleteat rates andtran-
sitionthemodelfrom noleaseto anew leasg(Sx to Sy).
A clientinitiatesmessagethatcanopportunisticallyre-
new aleaseatratep. Suchtransitionscantake themodel



Figure5: Model of anopportunisticallyrenavedlease.
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Figure6: Balanceequations.

from ary statewherethe network is available (S;) to a
new lease(S;). The variablep describeghe message
ratefor all non-leasdraffic betweera clientandsener.
In the StorageTank file system,this traffic consistsof
metadataperationsandlock management.

Giventhe assumptiorthat all randomprocessesre
Poissorandthesystemachievesa steadystate asolution
tothemodelis obtainedby solvingthebalancesquations
(Figure®6).

This model of a leasecanalsobe usedto describe
explicit leaserenaval asusedby otherprotocols[12, 4,
10]. By settingthe variablethat describeghe rate of
opportunisticrenaval (p) to zero,all leasesarerenaved
explicitly in atransitionfrom stateS, to S; atrateo.

5.3 Renewal Overhead

Solutionsto the modelshav that opportunisticrenaval
substantiallyreducesetwork overheadvhencompared
with explicit renaval. More specifically we find that
the network messag@verheaddecreasesxponentially
©(277), astheleaseperiodincreasesvhenusingoppor
tunisticrenaval. This comparedo aninversevariation,
©(1/7), in network messageverheadwhen using ex-
plicit renaval.

In Figure 7 we display overheadresultscomparing

opportunisticand explicit leaserenaval. The rate at
which leasesare opportunisticallyreneved (p) is also
rate for all messageghat are not leaserelated (with
inter-arrival time 1/p). Overheadis unit-lessand mea-
suredastherateof messagefor explicit reneval divided
by the meanmessageaate, expressedby the quantity
o Pr(S;)/p. Theleaseperiodis also unitlessand de-
scribesthe leaseperiodscaledasa multiple of theinter-
arrival time: i.e., 7p.

Whenthe leaseperiodis short— shorterthan mean
messagénter-arrival time — opportunisticrenaval does
not significantlyimprove overheadas comparedo ex-
plicit renaval. With such a short leaseperiod, there
arefew chancedo opportunisticallyrenav, becausdhe
leasetimesout muchfasterthanmessagearesent.

Whenleasesarelong, we seethatrenaval overhead
decreasegxponentially (©(2~7)) with respectto the
leaseperiod (linear decreasen a log scale). Regular
protocol messagesccur much more frequentlythan a
leasetimesout, andexplicit renavals are needednfre-
quently

Network overheador explicit leaserenaval declines
inverse-linearlyastheleaseperiodincreasesThereis a
simpleintuition behindthis result. Leasesarerenaved
periodically asthey expire, andthe overheads the fre-
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gueng of this renaval comparedo thefrequeng of all
othermessagest/(rp).

Figure 7 confirmsour claimsto the scalingof op-
portunisticrenaval. This graphshaows thatthe network
overheadatary givenleaseperiodis reducedg.g., from
10~! downto 5x 10~° ataleaseperiodof 10/p. Wealso
concludethat opportunisticrenaval can greatly reduce
theleaseperiodfor afixedamountof network overhead.
At 100% overhead(10°, one renaval messagdor ev-
erynon-leaseelatednessageppportunisticenaval re-
ducegheleaseperiodonly a smallamount.However, at
10% network overheadthe leaseperiodcanbereduced
to 2.4/p from 10/ p, reducingthe leaseperiodby overa
factorof 4. Extendingbeyond the chartfor explicit re-
newal, we compareat 1%. For opportunisticrenaval, a
periodof 4.7/p comparedo 100/ p, reducingthe lease
by a factor of more than 10. For 0.1% overhead,op-
portunisticrenaval requiresa leaseperiodof 7/p com-
paredto 1000/ p: afactorlargerthan140. Opportunistic
renaval canreducethe overheadby an arbitrarily large
factorby choosingongerleaseperiods.

While lengtheningthe periodreducesoverheadwe
notethatthelengthof theleaseremainsshortfrom asys-
tem perspectie. Recentbenchmarkesultson local and
distributedsystemg10] indicatethat the file systemon
ary single computermust supportover 1000 metadata
operationsper secondto be performancecompetitive.
If we look at workloadsof this orderdistributedover a
sener clusterof 100 computersa client communicates
with eachsener 10timesasecondln this ervironment,
a leaseperiodof onehalf secondproducesoverheadof
lessthan1%. Comparingthis to theleaseperiodsin the
tensof secondaisedby existing systemg10, 12, 4], we
concludethatopportunistiaenaval allows aleasingsys-
temto respondo failuresin a fraction of the time with
no additionaloverhead.

— Opportunistic
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Figure8: Client dataavailability.

5.4 Data Availability at the L ease Holder

Our analysisalso shaws that opportunisticrenaval can
leadto betterdataavailability in the presenceof short-
lived communicationfailures. Theseresultsindicate
the suitability of opportunisticrenaval in wide-areaor

weaklyconnecteervironmentslikethelnternet,where
communicatiorerrorsare more frequentand transient.
Losingaleaseduringanintermittentcommunicatiorer

ror negatively affects the system,becausedataare un-

availableatthedisconnectedlient.

Figure 8 compareghe repairrate of the network to
the fraction of time whendataare unavailable. For net-
work failureandrepairwe areconcernedvith failuresat-
tributedto factorslik e congestionpacletloss,androut-
ing errors,ratherthanhardwarefailuresthat arelonger
lived. Repairrateis normalizedo thefrequeng of lease
expiration;i.e. avalueof two indicatesthatthe network
repairsattwice therateatwhichleasesxpire,2/7. Data
unavailableindicategheamountof time (asafractionof
1) for whichaclienthasnoleaseandthereforecannotac-
cessdata.We obsenethatasthereneval rateincreases,
clientsusingopportunistiacenaval losetheirleasemuch
lessfrequentlythanexplicitly renaving clients.Looking
atthe OR protocolmodel(Figure5), this meanghatop-
portunisticreneval makeslower valuedS and F' states
more probablethanhigh valuedones. With explicit re-
newal all S stateshave equal probability, as do all F
states.

Availability results indicate that for weakly con-
necteddistributed systems,opportunisticrenaval per
formswell by renaving theleaseoneverymessag&hen
the network is available. Therefore aftera network fail-
ure, a client hasa larger fraction of the leaseperiod
before expiration. This effect is more pronouncedor
higherrepairrateswherethe network canrepairbefore
theleaseexpires. For weakly connectedlistributedsys-



tems,designercanselectthe leaseperiodto be several
timeslongerthanthe expectednetwork repairrateto in-
creasevailability.

Increaseddataavailability doesnot affect recovery
time at the sener. While it may seemthat having the
leasevalid for longeraftera network failure would lead
to thesenerwaiting longerbeforerecoveringstatefrom
anisolatedclient, we recall (Section3.1) that the state-
lesssener mustwait a whole leaseperiod after a com-
municationerrorregardlesf therenaval protocol.

6 Conclusions

Throughthe modeling of leaseprotocols,we are able
to quantify trade-ofs betweerleaseperiodandnetwork
overheadto aid in parameterselection,determinethe
benefitsof opportunisticleaserenaval, and drawv con-
clusionsaboutthe impact that leasescan have on dis-
tributed systems. Opportunisticrenaval exponentially
reduceghe network overheadof a leaseprotocol. This
alsomeanghatopportunisticenaval drasticallyreduces
leaseperiods.We alsofound that opportunisticrenaval
increaseglataavailability at clientswhennetworks fail
andrepairintermittently

Ourresultsindicatethe suitability of leaseswith op-
portunisticrenaval for providing consisteng guarantees
in large-scaldistributedsystems.Leaseperiodsarere-
ducedmaking systemsmore responsie when failures
occur Also, atary givenleaseperiod,network overhead
isreducecdhndavailability increasedLeaseprotocolsare
a powerful techniquefor deploying data-consistenap-
plicationsin the Internetand opportunisticrenaval im-
provestheir performanceropertiesn this ervironment.
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